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FPSeq2Q: Fully Parameterized Sequence to
Quantile Regression for Net-Load Forecasting with
Uncertainty Estimates

Anthony Faustine and Lucas Pereira

Abstract—The increased penetration of Renewable Energy
Sources (RES) as part of a decentralized and distributed power
system makes net-load forecasting a critical component in the
planning and operation of power systems. However, compared
to the transmission level, producing accurate short-term net-
load forecasts at the distribution level is complex due to the
small number of consumers. Moreover, owing to the stochastic
nature of RES, it is necessary to quantify the uncertainty of the
forecasted net-load at any given time, which is critical for the
real-world decision process. This work presents parameterized
deep quantile regression for short-term probabilistic net-load
forecasting at the distribution level. To be precise, we use a Deep
Neural Network (DNN) to learn both the quantile fractions and
quantile values of the quantile function. Furthermore, we propose
a scoring metric that reflects the trade-off between predictive
uncertainty performance and forecast accuracy. We evaluate the
proposed techniques on historical real-world data from a low-
voltage distribution substation and further assess its robustness
when applied in real-time. The experiment’s outcomes show that
the resulting forecasts from our approach are well-calibrated and
provide a desirable trade-off between forecasting accuracies and
predictive uncertainty performance that are very robust even
when applied in real-time.

Index Terms—Net-Load, Forecasting, Uncertainity, Deep Neu-
ral Network, Quantile Regression

I. INTRODUCTION

HE Paris Agreement has set forth an objective to reduce
energy-related GHG emissions by more than 70% by
2050 through massive deployment of RES [1]. Consequently,
distribution networks worldwide are experiencing massive
adoption of RES and Electrical Energy Storage (EES) systems
[2] leading to decentralized and distributed power systems.
The decentralized and distributed power systems with a high
share of RES is likely to deliver myriad benefits such as reduc-
ing power outages and network losses, creating a competitive
energy market, and increasing the overall efficiency of power
systems [3]. However, managing the net-load, which is the
difference in the amount of load and renewable output, is
more challenging due to the intermittent nature of the RES
generation and distributed [4]. Therefore the ability to provide
adequate short-term forecasts from half an hour to a few days
ahead of net-load is paramount for the planning and operation
of distribution systems [5].
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Accurate short-term forecasting of net-load at the distribu-
tion level is crucial not only to ensure the reliability of the
system but also to increase the ability to accommodate addi-
tional RES [6], [7]. Net-load forecasts are a critical component
of applications such as scheduling storage control for load-
levelling and peak shaving [8], [9], resource allocation, and
electricity market participation [10], [11].

Nevertheless, most of the existing forecasting approaches in
power systems are specific to the transmission network use-
cases and only consider the total load demand [12]. Still, when
compared to the transmission system, forecasting load profiles
at the distribution level is much more complex due to the
impacts of end-user behavior [13]-[15] and the need to cope
with the inherent time-varying nature of RES [16].

This work presents a short-term probabilistic net-load fore-
casting at the distribution level leveraging parameterized deep
quantile regression. To be precise, we investigate how to
leverage DNN and Quantile Regression (QR) to produce non-
parametric probabilistic, day-ahead, net-load forecasts, and
uncertainty estimates.

A. Net-load Forecasting

Net-load forecasting has emerged in the power systems
research community as the fusion of load demand and RES
generation forecasting problems. The net-load refers to the im-
balance between the system load and the RES generation to be
met by traditional forms of generation [7], [17]. For example,
in a distribution system with distributed Photovoltaics (PV)
and Wind generation, the net-load at a given instant, ¢, (N L;)
is given by Eq. (1):

NL,=L¢ — LPV — VNP (1)

where L is the load demand, LV is the PV production, and
LYVND s the wind production.

Overall, net-load forecasting approaches fall in two cate-
gories: 1) additive and 2) integrated [18]. Approaches under
the former category work by decomposing the net-load into
two parts: actual load profile and renewable generation, which
are then forecasted individually. In contrast, in integrated
approaches, renewable generation forecasts are used as inputs
to the net-load forecasting model.

The base assumption behind additive methods is that the
variation of each part is better explained, modeled, and fore-
casted individually [6]. Furthermore, by decomposing the net-
load into total load and renewable generation, it is possible to



take advantage of the many forecasting alternatives available
in the literature [11], [13], [19]-[21]. Approaches for additive
net-load forecast have been presented in [6], [18], [22].

The working principle of integrated methods is based on
the assumption that the variance in the net-load happens in
response to variations on the renewable energy sources [18].
Therefore, by feeding historical net-load and RES forecasts,
the learning algorithm would learn to quantify how variance
in the RES affects the resulting net-load forecast. Approaches
for integrated net-load forecasts have been proposed in [18],
[23], [24].

The work in [18] presents a direct comparison of the two
approaches in the context of a commercial micro-grid with
high solar PV penetration (1 MW solar farm that can meet
between 3-55% of the daily power demand). Ultimately, the
integrated model outperforms the additive model by 10.69% in
terms of Root Mean Squared Error (RMSE). Furthermore, the
authors also show that following an integrated approach, it was
possible to explain 98% of the integrated net-load forecasting
errors using the solar forecast errors. In contrast, only 83%
of the variance in the net-load forecasting could be predicted
from the solar forecast errors in the additive models.

Ultimately, while no more direct comparisons are available
in the literature, this strengthens the base assumption behind
integrated models. It further suggests that more advanced
models like DNNs may find a role in net-load forecasting.
Nevertheless, despite DNNs, can significantly improve short-
term (24h - 48h) load forecasting due to their ability to best
capture the underlying non-linear relationships on the data
[25], to the best of our knowledge, they are still not found
in the net-load forecasting literature.

Another aspect to highlight from the literature is that most
models are developed and tested using historical measurements
for variables such as solar irradiation, wind speed, and tem-
perature. However, full real-life scenarios will also require the
inclusion of historical predictions of such variables to assess
the robustness [23]. Furthermore, all the reviewed approaches
assume that reliable forecasts for total solar or wind generation
are readily available at the local level, which is most likely not
the case in real-world scenarios [18].

As such, works that take into consideration real-world
scenarios and that are more robust to the uncertainty of RES
are critical to advance the State-of-the-Art (SOA) in net-load
forecasting.

B. Uncertainty Estimation in Forecasting

As distributed RES begin to dominate the generation port-
folios, it is also necessary to quantify the uncertainty of
the developed forecasting models to assess their predictive
confidence, which is critical for the real-world decision process
[26]. Still, despite the success already demonstrated by DNNs
methods for load forecasting problems to the detriment of
more traditional approaches based on probabilistic models,
they cannot often convey calibrated uncertainty estimates in
their predictions [27].

Proper uncertainty estimates are thus vital for forecasting
applications that interact with the physical world, where pre-
diction errors may have serious repercussions [28]-[30]. For

instance, knowing the uncertainty of time series forecasting
is critical for anomaly detection, resource allocation, and
planning, and other related tasks [31], [32]. Additionally,
uncertainty estimates help decide when to delegate high-
risk predictions to human intervention or to proceed with
a more conservative fall-back plan [32]. For example, high
uncertainty in net-load predictions may trigger a set or more
conservative actions when deciding to increase (in case of net-
load over-estimation) or decrease (net-load under-estimation)
the production from non-RES.

Predictive uncertainty can be categorized into two classes:
1) model (epistemic) and 2) data (aleatory) uncertainty [33].
Epistemic uncertainty indicates how uncertain the model is
when explaining the observed data [33], [34]. Thus, providing
enough representative training data can reduce this uncertainty
type [35]. Aleatoric uncertainty, describes the variance of
the conditional distribution of the target variable given input
features [33], [34]. This uncertainty arises from the stochastic
nature of the observed input features such as noise or mea-
surement errors. In the particular case of net-load forecasting,
aleatory uncertainty tends to dominate, especially due to the
uncertainty of RES that greatly affects forecasts.

A variety of methods based on Bayesian approaches such as
Bayesian Neural Networks (BNNs) or Monte Carlo Dropout
(MCD) [36], [37] have been used to quantifying predictive
uncertainty in DNNs [26]. These approaches use samples to
represent the conditional distribution [27], [34]. Other methods
are based on learning the parameters of parametric probability
distributions such as Gaussian or Mixture of distributions with
DNN [38], [39].

QR is another approach for estimating the conditional
distribution that has been successfully applied in different
time-series forecasting problems [40], including load fore-
casting [21], [41]. Compared to other uncertainty quantifica-
tion approaches, QR can model complex distribution without
making any apriori assumptions on the underlying distribu-
tion of the data [40], [42]-[45] and produce well-calibrated
uncertainty estimates [46], [47]. However, unlike previous
quantile forecasting approaches [19], [38], [48], we use a
fully parametrized quantile function in which both the quantile
fractions and quantile values are parametrized with a DNN.

C. Research Contributions and Paper Organization

This paper makes the following original research contribu-

tions:

1) We present the Full Parameterized Sequencce to Quan-
tile (FPSe2Q) forecasting model which estimates the
entire conditional distribution of the target variable.
Unlike most approaches for net-load forecasting apply-
ing quantile regression, the proposed FPSe2Q learns to
best characterize the entire conditional distribution by
learning both the quantile values and their associated
probabilities.

2) We propose a scoring metric that quantifies the pre-
dictive uncertainty of the forecasted probabilistic net-
load. The proposed metric exhibits the trade-off between
sharpness, predictive calibration probability, and predic-
tive forecasting error.



3) We demonstrate the efficacy of the proposed approach
on real-world distribution substation data in which the
proposed algorithm is tested using historical measure-
ments of net-load and solar irradiation data to produce
day-ahead forecasts. We also benchmark the proposed
approach with existing point-forecast and probabilistic
forecast models.

4) We demonstrate the real-world applicability of the pro-
posed solution by conducting a real-time evaluation, in
a real-world setup that is able to produce a day-ahead
net-load forecasts every hour.

The source-code used in this work is available in an online
code repository'.

The remainder of this paper is organized as follows.
Section II provides the theoretical background on net-load
forecasting and quantile regression. Section III introduces the
different methods utilized in this work, including the proposed
algorithm, the implementation procedure, and the performance
metrics employed. Section IV details the case study, including
the data sources, input features, and the evaluation procedures.
The outcomes of the evaluation are presented and discussed in
Section V. Finally, Section VI summarises the contributions
of this paper and provides an outlook on future work.

II. BACKGROUND
A. Net-load Forecasting Problem Formulation

We consider the net-load forecasting problem in discrete-
time such that given input features x; ;.47 and z;¢41.7, our
goal is to learn day-head forecasting y; ;1.7 by modeling a
conditional distribution p(y; 1+1.7|X; ¢:t—r ). The input feature
X;,t:t—1, 15 the historical features that can only be measured
at each step and are unknown beforehand, and z; ;1.7 is the
features that are assumed to be known for all time points T
such forecasted solar radiation. To this end we adopt multi-
target quantile regression which estimate the entire conditional
distribution of the target variable such that:

T

p(Yi,t():T|yZ',1:t71a Z¢,1:T) = Hp(yi,t, T1:N \Xi,1:t71, Z¢,1:T)
t

B. Quantile Regression

DNNs are widely used in supervised learning problems that
involve learning to approximate the mean of the conditional
distribution § = fo(x) where fy(.) is a differentiable non-
linear function (a neural network) parameterized by 6. Still,
for most situations, conditional averages are not usually good
descriptions of data. Instead, QR provides a flexible framework
for modelling the entire conditional probability distribution of
the data such that:

Pyl X =2)=Q(7):(0,1) » R:=inf{x e R,7 < F(x)}

(2)
where Q(7) is the quantile function characterised by p(z <
Q(7)) and Fy(y|X = z) : R — [0,1] is the cumulative

Uhttps://github.com/sambaiga/FPSeq2Q

distribution. For a continuous and strictly monotonically in-
creasing cumulative distribution Fy(y|X = z) the quantile
function ¢(7) of the random variable y is simply the inverse of
cumulative distribution: g™ = F,; () for all quantile levels
7 [45], [49]. Therefore a non-parametric probabilistic density
estimate fy can be obtained by gathering a set of N, quantile
estimates such that:

fy={F Y (ralx=2)),n=1,...N, | 7€ (0,1)} (3

where F, ' (1]x = z)) = §(7) [45].
To this end DNN could be used to learn F, *(,|x = z)
for fixed values of 7 optimising pin-ball loss

T N
Lp:(€)) = % D> erE™) (4)

t=1n=1

where: p,(¢) = |r —I{¢ < 0} and & = (y — §7)

This allows the quantification of predictive uncertainty using
a prediction interval o = [§(™), (™)), which gives a lower
and an upper bound between which the predictions lie with
a certain probability p, € [0,1] where 7; and 7, is the lower
and upper quantile [29]. Furthermore, it is shown in [32], [33],
that it is also possible to quantify both epistemic and aleatory
uncertainty.

III. METHODS

A. Fully Parameterized Sequence to Quantile (FPSe2Q) Fore-
casting

Existing DNNs quantile regression assume that the quantile
probabilities 7 € [0, 1] are fixed and thus only the quantile
value F, '(7|x = z)) needs to be parameterized. As a
result, the quantile probabilities (7) are selected using heuristic
approaches, which in most cases do not provide the best
estimate of a quantile value [43], [44].

In this work we are interested in parametrizing both the
quantile probabilities and the corresponding quantile values
using DNNs. To achieve this, we follow the work in [44], and
parameteritize a non-parametric probabilistic density estimate
f(y) = {F, (tulx = 2)),n = 1,... N, such that both the
quantile fractions 7,, and the quantile value F, ' (7,|x = x)
are parametrized by two neural networks. Namely, the Fraction
Proposal Network (FPN), and the Quantile Value Network
(QVN) such that: g7 = QVN(¢(x)) and 7 = FPN(¢(x))
where ¢(x) = fo(x;0).

Thus, given the feature space ¢(x), we first generate the
set of fractions 7 using the FPN and then obtain the quantile
values corresponding to 7 using the QVN.

The FPN learns to generate set of N x 1" adjustable quantile
fractions 7 = 7{...74%_; € [0,1] such that 7} ; < 7}
with 70 = 0 and 74 = 1. To this end we extend the fully
parametrized quantile function proposed in [44] to multivariate
distribution by estimating N x T' quantile proposals.

The quantile distribution is approximated by a weighted
mixture of IV x T diracs § given by

N-1

Qrp(x) =Y (thyy = 7))8, () ©)

=0



where Jp () is the dirac function and pj,(x) is an estimation of

F; (7)) at quantile level 7/ = 770 with 0 < i < N — 1.
Following [44], the projection-based quantile estimate for

any quantile level 7 and pg; is given by

N —

Fy TP w) =pf+ Y ot = H(w — 1) (6)
=0

[

where H is the Heaviside step function.
Then the QVN maps the quantiles probabilities to a quantile
values F, '(th|x =z)) n=1,... N« | 7t € (0,1)}.
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Fig. 1. The proposed FPSe2Q forecast architecture for multi-horizon fore-
casting.

B. FPSe2Q Model implementation

The implemented FPSe2Q architecture for net-load forecast-
ing is illustrated in Fig. 1. It consists of two encoders: f(x;0)
and h(z;0). The f(x;6) encoder takes in the time-varying
known and unknown past inputs features [X; ¢.+_r,/2; Zi,¢:t— -
The h(z;0) encoder, takes in the time-varying a priori known
future inputs z;..i7]. Both f(x;6) and h(z;0) can be
parameterized with any neural network architecture. More
specifically, we experiment with the three commonly used neu-
ral network architectures for the f(x;6) encoder: Multilayer
Perceptron (MLP), Convolutional Neural Network (CNN)
and Reccurent Neural Network (RNN), as described in Sec-
tion IV.The h(z) encoder is implemented using the recently
proposed MLP-Mixer architecture [50].

The two encoders are followed by multi-head attention,
and the FPN and QVN layers. Using a multi-head attention
mechanism permits attending to parts of the input sequence
differently, thereby encoding multiple relationships between
the learned feature representation. First, we use multi-head
attention to attend information from past-feature inputs ¢(f)
and future covariate inputs ¢(h), where ¢(h) is the query,
and ¢(f) is the key and value. We also, use the multi-head
attention to attends information from the cosine embedding
®(7), ®(h) and @(f) in which ®(7) is the query, and ®(hf);
the concatenation of ®(h) and ®(f) is the key and value
respectively.

The FPN consists of one fully connected MLP t,,, whose
weights are initialised such that the initial quantile probabili-
ties are uniform. It take in the attention feature representation
®(Any) between ¢(f) and ¢(h) from the two encoders and the
previous day net-load demand x; ., to produce the quantile
probabilities 7 € [0, 1] such that

¢(Any) = MultiHead(¢p(h), ¢(f), o(f)) (7)
Gating(z) = sigmoid(x1,t:t—7) © ¢(Ans) + X1,60-7  (8)
Tin:N} = csumsoftmax [MLP sy, (Gating(x))] 9)

where the csumsoftmax(.) layer ensure that the produces
quantile probabilities satify the following conditions: 7,1 <
Tiy Ti and Zi T = 1.

The QVN consists of cosine-embedding (CosineEmb) and
MLP,,, layers.

The cosine-embedding computes the embedding of 7 de-
noted by ®(7). It enables capturing the interaction of the
learned 7 in predicting the quantile values. The design of the
cosine embedding was motivated by the result obtained in [43]
which found simple linear embedding of tau to be insufficient
to achieve good performance. We also did an ablation study
and found that removing the cosine embedding results in
unsatisfactory performance.

To produce the quantile values, the MLP,,, layer takes in
®(A;), P(A;) and ¢(Apy) feature representation such that:

N-1
O(7) := (Z cos(mTi)w;; + bj> (10)

=0
B(A,) = MultiFlead (B(), 6(hf), 6(hf)) (1)
FyH (Tain) = MLPgun, ([8(A7) © ()] + 6(Anys))  (12)

where ¢(hf) = [p(h); &(f)].

The mean of the quantile forecast is then obtained as:,

= Tiv1 + T
= - i+1 T T
Foli(r) = Z(TiJrl —T)F, <+2> (13)
i=1

To avoid large or small activation values which might result
into exploding or vanishing gradient problem, the weights of
all the layers (with exception to the FPN) are initialized using
Normal Distribution such that w ~ A(0,02) [51].

C. Loss Function and Training Procedure

The FPN is trained to minimize the 1-Wasserstein metric
given by:

M N-1
Wi(q,7) = Z Z/ |F ™ (w) — 7N |dw (14)

m=1 i=0 YT

such that 2% = S™M  opl(rm) — FL(77) — EL(#™))
Traditionally the QVN is trained by minimising the pinball
loss (£) given by Eq. (4) which is an asymmetric loss function
that penalises under-estimation by 7 and over-estimation by
1—7.
One of the characteristics of the the pinball loss is that
its gradients do not scale with the magnitude of the error,



but with the sign of the error and the quantile value 7 [52].
This may lead to an increase in variances of the gradient,
which in turn affect the model performance. To address this
challenge, we follow the works in [42], [53], [54], that propose
the application of the Huber quantile loss to train the QVN
network. The Huber quantile loss allows the errors under some
threshold x to be scaled with their magnitude. The Huber
quantile loss is given by Eq. (15):

Z Z pE(ET™)

tlnl

L(pf(€) = (15)

where: pf(&) = |7 —I{¢ < O}|£“T(§) and L (&) is the huber
loss defined as

3€? if ¢ > &
— )2
L8 = {mg -1k ife<o,

We also introduce the penalty term to the Huber loss, in
order, calibrate the sharpness of the predicted quantiles values
such that;

N

i=1

L(y,¥r)

Thus, the parameters 6 of the proposed FPSe2Q are learned
by jointly minimizing the Huber quantile loss L(p%(€)), the 1-
Wasserstein metric with entropy regulation W1 (g, 7) + AH (7)
and the sharpness calibration loss £(7,¥,)

Jo(y, Fy (7). 7) = L(PF(€)) + Walg, 7)+

AH () + L(7,¥7)

We use the mini-batch Adam optimizer, a gradient-based op-
timization of stochastic objective functions [55], with a batch
size of 128 to optimise the parameter 6. Particularly, the pa-
rameters of the QVN, multi-head attention layer MultiHead,
and the f(x;0) and h(z; ) encoders are optimized with Adam
with initial learning rate of 1e~3. The learning rate is decayed
by 0.1 when performance stops improving for at least 25
iterations. The parameters of the FPV layer are optimised
using another Adam optimiser with a fixed learning rate of
le~*. We set the total number of epochs to 200 with proper
early stopping to avoid overfitting.

D. Performance Metrics

We adopt point-forecast metrics, predictive interval metrics
and probabilistic forecast metrics to assess the performance of
FPSe2Q. The forecast accuracy is assessed using Normalised
Root Mean Squared Error (NRMSE) point-forecast metric [4],
[56], [57]. NRMSE Eq. (17) provide normalised forecast accu-
racy that may be more interpretable, enabling the comparison
between models with different scales.

a7

In practice, the NRMSE can use different normalisation
constants such as mean, standard deviation, interquartile range

and the difference between the maximum and minimum value
(R). This work chooses the difference between maximum and
minimum (R) as the normalising constant since it reflects
the metrics used in net-load forecasting problems where the
installed capacity is used as the normalising constant. We
calculate the R as the difference between the maximum and
minimum value of the test set.

We use the Continuous Ranked Probability Score (CRPS)
defined in Eq. (18) to benchmark the performance of prob-
abilistic forecasting and measure the compatibility of the
estimated conditional distribution with the ground truth [58]-
[60].

F(j) — e < ye})? (18)

CRPS = Z/

where I{y; < y;} is the indicator function which is 1 if
7J; < y; and 0 otherwise. F(g)t) is cummultaive distribution
function(CDF) defined as F(g;) = [”_ Y p(y)dy and p(y,)
is the PDF of y. This metric attains its mlmmum when the
estimated predictive distribution and the data distribution are
agreeable. Furthermore, we use the Probability Integral Trans-
form (PIT) value [60] to test the reliability of the proposed
FPSe2Q and assess the statistical consistency of the produced
net-load forecasts.

PIT = F(y,) = /

—0Q0

Yt

p(x)dz (19)
The probability predictions are considered reliable when the
PIT values are subject to a uniform distribution between 0 and
1.

In addition, we use two competing predictive-interval based
metrics, the Predictive Interval Coverage Probability (PICP)
and the Normalised Mean Prediction Interval Width (NMPI)
to evaluate and quantify the quality of the prediction intervals.
The PICP measures the fraction of the ground-truth falling
within the predictive interval, whereas the NMPI measures
the average width (sharpness) of the prediction interval [29],
[46].

T
1
1 N
PICP TélI(yt €W, 9™ (20)
1 T
_ ~TU _ ATL
NMPI_—TR§ gV — g 2

i=1

where ¢V and ¢ are upper and lower predictive interval. A
well-calibrated model should give predictive intervals that are
both correct with higher PICP and a narrow NMPI.

These two metrics are inversely proportional such that,
reducing NMPI will lower PICP, and vice-versa. For instance,
if the interval is wide enough, it is easy to have higher PICP
close to 100%. Still, such a wide interval does not provide
enough information on the model uncertainty. To address this,
a coverage width based criterion (CWC) that combines PICP
and NMPI is proposed in [61], [62] such that:

CWC = NMPI + \pjopel~7IFICP—al) (22)



where « is the predetermined confidence level, +y is the penalty

paramete:
0
)\ =
PICP { 1

However, this metric only considers the predictive intervals
scores and ignores the forecasting accuracy metrics. Instead,
we need a metric that provides a better trade-off between
forecasting accuracy and predictive uncertainty. Motivated by
this, we define a scoring metric (CWE) that combines both
predictive uncertainty and point forecasting metrics, and avoid
the need for the penalty parameter ~.

To achieve this, we first define % as the theoretical upper
bound of NMPI where X is the ground truth standard devi-
ation. We then define a PIC-based score 7ympi € [0,1] and
NMPI based score Ypcip € [0, 1] such that:

if PICP > «

) (23)
otherwise

(1-TF)
Ypcip = 7~ " €XP (7A ic: ) (24)
pcip 1 + Apicp picp
(1-TF)
b 1+ An'rnpi b

where is I'¥ € [0, 1] is the point-wise forecasting metric de-
=N AT
fined as ¥ = £ 37171 NMRSE(§;", 1), Apicp = 1 — PICP
and Apppi = [22/R — NMPI|
Finally, the CWE is set to be the harmonic mean of v,y

and '711771;01' :

CWE =2. nmpi * Ypeip (26)
’ypicp + ’Ynmpi

IV. CASE STUDY SPECIFICATION

The proposed methodology is tested using real-world data
from a Low-Voltage (LV) distribution substation in a Southern
Europe geographically isolated island. This substation has
a transformer with an apparent power of 250kVA, which
transforms voltage from the transmission grid (6000 V) to the
distribution grid (400 V). This substation feeds a LV distribu-
tion grid supplying around 100 consumers consisting mostly
of domestic, small businesses, and agricultural facilities. There
is also a total PV generation capacity of 36 kWp distributed
over nine micro-producers for which no historical production
profiles are available. The substation has a daily average net-
load of 30.80kW, off-peak net-load of 10kW, and a peak
net-load of 74.08 kW. An overview of the net-load forecasting
problem considered in this paper is provided in Fig. 2

S G
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Fig. 2. Schematic diagram of an overview of the net-load forecasting
considered in this work

A. Net-load and Solar Irradiation Data

The net-load (/N L;) demand is metered at 1-minute intervals
in each phase and our historical dataset spans from March
2019 to September 2020. Over this period, the installed PV
generation capacity remained the same. Still, the demand
showed a slight increase due to more extended periods at home
due to COVID-19 contingency measures in place during 2020
as depicted in Fig. 3. The real-time net-load measurements are
also available at 1-minute resolutions through a web-service
that was created specifically for this paper to enable real-time
evaluation.

The solar irradiation historical data (Ghi;) was downloaded
from Solcast [63] using the geographical coordinates of the
substation. The downloaded data spans from March 2019
and September 2020 and are available at 5, 10, 15, 30 and
60-minute resolutions. Real-time solar radiation forecasts are
also available for the next seven days at 30-minute resolution
through a web service that Solcast provides.
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Fig. 3. Seasonality in the trends for the net-load (a) and solar irradiation (b).

B. Input Features

For this work, we use the 30 minutes historical and fore-
casted net-load and solar irradiatioin data as input features.
Moreover, we also created additional features, (LGhi;) and
exogenous time features (ET}), which are derived from net-
load and solar irradiation signals. The (LGhi;) feature com-
bines net-load and irradiation in a single feature to stress the
effects of radiation on the load profile and is obtained as
follows LGhit;t+T = NLt—T:t - Ghit:t_;,_T

After analysing the data we found the net-load demands
varies between weekdays and the time of the day. Hence,
calendar information was also used as features. More precisely,
the following exogenous features were derived (ET;): DAY-
OFWEEK, HOUR, WEEKDAY, WEEKEND, SATURDAY
and SUNDAY, which are obtained as follows:

2mt; 2mt;
T ), cos( T

Tsi Tsi
where Ty; is the period for each of the exogenous features. For
instance DAYOFWEEK has a periodicity of 7 whereas HOUR
a periodicity of 24 . The domain and exogenous features are
illustrated in Fig. 4.

The input features are normalised using min-max scaling
to have a range between O and 1. The forecasted variable
is normalised using the same normalisation strategy but with
a range of -1 and 1. The model receives 96 data samples
corresponding to sequence length (L) as input features to
produce a one-day ahead forecast corresponding to 48 samples
forecasting horizon (7).

ET;; = |sin(

) 27
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Fig. 4. Illustration of time-varying features used for net load forecasting.

C. Experiment Description

To evaluate the proposed approach, we conducted two
distinct experiments, as described next.

1) How does the proposed FPSe2Q compare with other
existing time series forecasting approaches?

2) How robust is the proposed approach for real-time net-
load forecasting?

1) Experiment 1: We first conduct and in-depth benchmark
of the proposed approach against well-known forecasting
approaches that exist in the literature. To achieve this, we
implemented three different DNN encoders based on MLP
(FPSe2Q-MLP), Gated Recurrent Unit (GRU) ( FPSe2Q-
GRU), and the FPSe2Q-UNET that uses one-dimensional
CNN based on the U-Net architecture as proposed in [64].

These implementations are then benchmarked against six
alternatives: four point-forecasting - Naive forecasting model
based on SARIMA, Support Vector Regression (SVR) [18],
Random Forest Regressor (RF) [65]-[67] and two probabilistic
forecasting models: Multivariate Gaussian RNN (GRU-Gauss)
and State-space model (SSM) based on Hidden Markov Model
(HMM) [68], [69].

The parameters for the different models are summarised in
Table 1.

SARIMA is a traditional forecasting model based on a
statistical model. The application of SVMs for additive net-
load forecasting was previously proposed in [18], whereas
RF represents a widely and high-performing conventional
machine learning model for load forecasting [65]-[67]. AR-
Net represents a family of forecasting models that combine
traditional statistical and neural network models for time
series modelling. The GRU-Gass is equivalent to DeepAR
model [38] in which we assume the net-load is distributed
according to a multivariate Gaussian distribution with mean

TABLE I
SHARED PARAMETERS FOR EXPERIMENT 1.

Parameters Values

N 82

Size of Cosine Embending 64

Dropout 0.4

Latent size 64

Head size 4

Num layer 4

Activation ReLU

SVR kernel=rbf, C=1, gamma=auto, epsilon=0.01
RF n_estimators=100
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Fig. 5. Backtesting with expanding window

1 and covariance . We then use Gated Recurrent Neural
Networks (GRU) to model the dependence of 1 and covariance
> it takes the input features and outputs the parameter of
the multivariate Gaussian distribution. Finally, the SSM is
a linear dynamical system with hidden state [68], [69]. We
use the SSM implementation in pyro-forecasting” that use
LinearHMM with heavy-tailed distributions to model a heavy-
tailed linear dynamical system. This model produces forecasts
in the form of posterior joint samples at multiple future time
steps.

We employ a backtesting approach to benchmark the per-
formance of the proposed approach using the entire historical
dataset, i.e., from March 2019 to September 2020. Backtesting
is a standard out-of-sample strategy for evaluating time-series
forecasting in which models are trained with different his-
torical periods, and their forecast performance is evaluated on
specific future time windows. More specifically, we applied the
expanding window backtesting strategy, in which the historical
periods are expanded by a specific window (in this case, 1
month) as we move forward in the time series. The initial
historical period was set to 6 months while the testing set size
is kept fixed (2 months), and it corresponds to the future time
windows right after the end of the training set as illustrated in
Fig. 5. Using expanding window backtesting strategy allowed
us to simulate predictions that would have been historically
obtained while incorporating all the historical information in
the evaluation procedure.

2) Experiment 2: In this experiment, the best performing
algorithm from experiment one is implemented and tested
in real-time to assess how robust the models are to errors
in solar irradiation forecasts. To this end, we follow a two-
steps approach. First, between August 15" and November 30"
of 2021, the experiment was conducted in real-time. More

Zhttps://docs.pyro.ai/en/latest/contrib.forecast.html



precisely, every hour, net-load forecasts were produced for
the next 24 hours. The input data for this experiments, net-
load (historical) and solar irradiation (historical and forecast),
were obtained in real-time from the dedicated APIs mentioned
in Section IV-A. Then, the first step is replicated using only
historical data. L.e., the solar irradiation forecasts are replaced
with the actual measured values. For this experiment, we used
the best-saved model trained for the two years data from 2019-
March to 2020-August. The time window from March 2019
to August 2020 was used for training, while the data for
September 2020 were used for validation.

V. RESULTS AND DISCUSSION

In this section we present and discuss the results of the two
experiments.

A. Experiment 1: Benchmark

The results of experiment one are summarized in Table II,
where each score is the average of the performances of the
seven train-test splits.

TABLE II
EXPERIMENT 1 RESULTS

Model NRMSE ~ CRPS.10°  PICP CWE
SARIMA 049 £ 0.27 - - -
AR-Net 0.11 £ 0.02 - - -

SVR 0.12 + 0.01 - - -

RF 0.11 £ 0.01 - - -
SSM 0.11 £ 0.01 4.09 £ 0.41 0.83 % 0.05 0.67 £ 0.05
GRU-Gauss ~ 0.08 & 0.01 2.97 £ 0.16 0.70 + 0.04 0.57 £ 0.02

FPSe2Q-MLP 0.07 £ 0.01
FPSe2Q-GRU 0.08 £ 0.01
FPSe2Q-UNET 0.08 £ 0.01

2.23 £+ 0.10 0.91 £ 0.01 0.74 £ 0.02
2.30 £ 0.15 0.87 £ 0.03 0.70 &+ 0.04
225 £ 0.16 0.88 £ 0.03 0.72 &+ 0.04

It can be observed that the DNN based approaches achieve
the best performances, with a NRMSE between 0.07 and 0.08.
This shows that DNNs based approaches for net-load forecast-
ing are capable of learning the data non-linear relationship to
produce forecasts that are strongly correlated with the ground
truth. Likewise, it is interesting to observe that the point-
forecast and probabilistic forecasting algorithms also achieve
very similar performances, around 0.11 and 0.12.

We also observe that the FPSe2Q improves the CRPS
with a skill score between 25-45% when compared to the
two probabilistic baselines. In this regard, the FPSe2Q-MLP
achieves the lowest CRPS of 2.23 x 103, meaning that the
FPSe2Q is capable of learning the conditional distribution that
is compatible with the target distribution. We further recognise
that the FPSe2Q provide prediction intervals that contain the
majority of the observations, which is reflected by an 87-91%
PICP with narrow intervals (0.23-0.25 NMPI). This further
suggests that the FPSe2Q is likely to produce more robust
uncertainty estimates with a tighter interval and high coverage,
which is often desired properties in practice.

Regarding the combined predictive metrics (CWE), the
FPSe2Q achieve higher CWE (0.70-0.74), about a 10-21.25%
increase compared to SSM and GRUGauss. This confirms that

FPSe2Q learn to estimate s good and well calibrated predictive
uncertainty that provide a desirable trade-off between forecast-
ing accuracies and predictive uncertainty performance.

To further understand the obtained results, Fig. 6 illustrates
the net-load forecasts obtained by each model for a particular
sequence of 48 hours, and the respective uncertainty intervals.
This sequence was selected because it illustrates a day with
no clouds (first 24 hours), and a day with clouds (second 24
hours), which considerably affect the net-profiles.
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Fig. 6. Tllustration of the net load forecast obtained by the different models
for 48 hours

As it can be easily observed, the DNN based models are able
to learn the two different patterns. In contrast, the remaining
models are not able to correctly predict the pattern in the
second 24 hours. This highlights the superior ability of DNNs
when it comes to finding non-linearities on the data.

Furthermore, it is also possible to see that, although the
FPSeq2Q and the GRU-Gaus have very similar forecasting
performances (0.046 vs. 0.055 in terms of NRMSE, the
FPSeq2Q shows a much higher CWE value and a much lower
value in the Continuous Ranked Probability Score (CRPS)
metric. Ultimately, this shows that the FPSeq2Q provides a
better trade-off between performance and uncertainty estima-
tion.

We further use the Q-Q plots of the PIT values for the
three FPSe2Q models shown in Fig. 7 to assess whether these



values are subject to a uniform distribution. We observe that
the FPSe2Q’ PIT values are evenly distributed around the
diagonal, and the range evenly covers [0, 1]. Interestingly,
all PIT points for the FPSe2Q-MLP are located in the Kol-
mogorov 5% significance band, indicating that the forecasted
net-load distribution is reliable. This result is consistent with
forecasting accuracy (NRMSE, MAE), probabilistic forecast-
ing performance (CRPS, CWE), and interval prediction score
(PICP, NMPI).

B. Experiment 2: Real-time Implementation

The results for the real-time experiment are summarized in
Table III, where each score represents the average of all the
24-hours forecasting intervals between 2021-08-17 17:30 to
2021-11-30 09:30. We see that the real-time results are very
close to those obtained with only historical data, suggesting
that the real-time implementation is feasible. Still, we observe
a 10% improvement for forecasting accuracies and predictive
uncertainty metrics when historical radiation is used.

TABLE III
EXPERIMENT 2 RESULTS

Radiation PERIOD NRMSE CRPS.103 PICP CWE

Forecasted Aug-Sept 0.09 £+ 0.03 3.61 + 1.45 0.80 £ 0.15 0.71 &+ 0.12
Forecasted Oct-Nov 0.09 £ 0.03 3.53 £ 1.33 0.77 £ 0.16 0.69 £ 0.13

Historical
Historical

Aug-Sept 0.08 £ 0.03 3.53 £ 1.34 0.81 £ 0.13 0.71 £ 0.11
Oct-Nov 0.09 £ 0.03 3.53 £ 1.27 0.78 £ 0.14 0.69 £ 0.11

To further understand the effects of the solar radiation
predictions in the net-load forecasts and how these effects are
reflected in the uncertainty estimates, Fig. 8 depicts the results
for two days with very different performances. As it can be
observed, the performance of the real-time forecasts on the
second day (Fig. 8d) are inferior (0.2 NRMSE), which is very
likely to have happened due to the considerable deviation be-
tween the forecasted and the actual solar irradiation (Fig. 8b).

Nevertheless, it is also important to stress that both the
CWE and CRPS metrics can capture this considerable drop in
performance. For example, it is possible to see for the second
day that when using forecasts (crefsubfig:forecat-day?2), the
CWEE scores much lower when compared to the same period
using the historical irradiation (Fig. 8f).

Finally, as expected, the real-time achieve a higher CWE
score when the forecasted radiation is very close to historical
radiation as depicted in Fig. 8c.

VI. CONCLUSION AND FUTURE WORK

This paper presents a day-ahead net-load probabilistic fore-
casting approach that uses historical net-load and solar irra-
diation as inputs. Specifically, we propose a deep quantile
regression network that uses DNN to parameterize the quantile
fractions and the associated quantile values to learn the net-
load conditional distribution. We propose a scoring metric
that combines the trade-off between sharpness, predictive
calibration probability, and forecasting error. The proposed
scoring metric provides the most suitable way to evaluate the

predictive uncertainty and forecast accuracy performance of
the proposed approach.

Extensive evaluations were performed on real-world data
from a low-voltage distribution substation in a geographically
isolated Southern European island. We also evaluate the ro-
bustness of the models when applied in real-time using solar
irradiation forecasts instead of historical forecasts. Despite
being a very appropriate evaluation step, real-time evaluation
of net-load forecast using solar irradiation forecasts is not
found in the related literature. Ultimately, our results show that
the proposed FPSe2Q architecture outperforms several state-
of-the-art forecasting alternatives and produces well-calibrated
forecasts that are very robust even when applied in real-time.

Similarly, by conducting a real-time evaluation, we found
that the obtained forecasts are sensitive to errors in the
irradiation forecasts suggesting that it is necessary to consider
the uncertainty of the obtained radiation forecasts before mak-
ing decisions. Unfortunately, this is not ordinarily available.
Therefore, future work needs to address how uncertainty can
be estimated beforehand by looking at historical data. One
possible approach would be to explore modelling both the data
distribution and conditional distribution leveraging advanced
deep generative models.

The proposed scoring metric provides the best way to
evaluate the quality of predictive interval coverage (PICP)
with the assumption that higher PCIP indicates that all points,
including the peaks, will be within the predicated coverage.
Nevertheless, it is essential for net-load forecasting at the
distribution level to assess both the coverage and peaks. In the
future, we will investigate the most suitable way to assess both
the coverage and peaks effectively. Furthermore, future work
should also seek to establish a scoring metric that combines
the data and predictive uncertainty to assess the predictive
uncertainty in the absence of ground truth.

While we evaluated our approach in real-world settings, this
work’s limitation is that we only considered one dataset. Future
work should, therefore, consider assessing the performance
of FPSe2Q in other datasets and other application domains.
For instance, the considered sub-station is considerably small
and does not have wind production. In the future, it would
be relevant to study the applicability of the method in larger
substations and its derivatives to situations where net-load is
also affected by wind production.

Finally, another crucial aspect that the research community
should address is how to combine forecasts and uncertainty
to solve real-world downstream tasks such as load-levelling,
peak-shaving, resource allocation and optimal control of the
battery-integrated energy system. For example, in the context
of battery storage control for load-levelling and peak shaving,
accurate net-load forecasts, and the respective uncertainty
estimates, are required in order to define the optimal storage
set-points, as demonstrated in recent works (e.g., [8], [70]).
Another example of how net-load forecasts and uncertainty
estimates can play a role in the smart-grid is related to the
coordination between Distribution System Operators (DSOs)
and Transmission System Operators (TSOs), for the provision
of active and reactive power from the former to the latter (e.g.,
[71], [72]). In this context, accurate uncertainty estimates of
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