Appliance Recognition with Combined Single- and Multi-label Approaches

Marco Manolo Manca
marcom.manca@unica.it
University of Cagliari
Cagliari, Italy

Anthony Faustine
anthony.faustine@iti.larsys.pt
ITI, LARSyS, Técino Lisboa
Lisbon, Portugal

Lucas Pereira
lucas.pereira@tecnico.ulisboa.pt
ITI, LARSyS, Técino Lisboa
Lisbon, Portugal

ABSTRACT
The problem of appliance recognition is one of the most relevant issues in the field of Non-Intrusive Load Monitoring; its importance has led, in recent years, to the development of innovative techniques to try to solve it. The use of methods such as V-I trajectory, Fryze Theory Decomposition and Weighted Recurrence Graph have proved effective in recognising both single (Single Label) and multiple active appliances (Multi Label). This paper presents a new way of approaching the problem by unifying Single Label and Multi Label learning paradigms. The proposed approach exploits feature extraction techniques which allow the detection of both activated/deactivated appliances and all active appliances given aggregate current signal. We evaluate the proposed approach on a PLAID dataset. The obtained results indicate combining single-label and mult-label learning strategies for appliance recognition provides improved classification results with an F-score of 0.91.
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1 INTRODUCTION
One of the main sub-tasks of Non-Intrusive Load Monitoring (NILM) is appliance recognition, its aim is to recognize which appliance is activated by analyzing energy measurements and classifying appliances through machine learning techniques. This problem can be approached from two perspectives: in the Single-Label approach, the goal is to recognize appliances using the individual device’s on/off signals; on the other hand, in the Multi-Label approach, the aggregate signal is used to understand which devices are activated and which are not. [1]-[13]-[10]

A major challenge is to solve the two problems simultaneously; many works offer interesting solutions by addressing these with innovative feature extraction and classification techniques, but in a separate way. It has been shown how using Weighted Recurrence Graphs can help increase the performance of classification algorithms about appliance recognition [2], as well as using pre-processing techniques based on Fryze theory decomposition [4].

In order to provide a more accurate classification, deep neural networks are increasingly being used in the NILM [5]-[7]; their effectiveness is, however, undoubtedly constrained by the availability of rich data. For this reason, high-frequency signal data are often used, allowing for more efficient training of this network. [6]-[15]

The main focus of this work is to open up a new challenge, namely to tackle the two problems mentioned above using a single algorithm capable of combining the two tasks in such a way that the information sharing of the two models can increase performance. So far, a combined algorithm has been created and tested that would homogeneously share information from the two models. Still, it would be of great interest to create one that would allow the exchange of information between the two in an optimized manner. The proposed method was tested on the publicly available Plug Load Appliance Identification Dataset (PLAID) [8].

2 METHODOLOGY
The proposed work aims to detect which appliance $m$ has been switched on or off and simultaneously estimate the state $s_m(t)$ of all $M$ appliances from the aggregate current and voltage signal $x(t)$, for $m = 1, \ldots, M$. The aggregate signal can be described by Equation (1):

$$x(t) = \sum_{m=1}^{M} y_m(t) \cdot s_m(t) + \sigma(t)$$

where $y_m(t)$ represents the individual appliance measurements and $\sigma(\cdot)$ the noise contribution.

2.1 Problem formulation
The problem can be formulated as follows: let $A \in \mathbb{R}^{T \times d_1}$ be the set of the input features obtained from the measurements of the switched-on or switched-off appliance, computed from the aggregate signal like the difference between the before and after the event; let $X \in \mathbb{R}^{T \times d_2}$ be the aggregated signal values after an event; $M = \{1, \ldots, M\}$ the set of indices representing each appliance; $Y \in \mathbb{R}^{T \times M}$ the set of each appliance measurement composing the aggregate signal and $s(t) = [s_1(t), \ldots, s_M(t)]$ the vector containing the state of each appliance at time $t \in \{1, \ldots, T\}$, where
\( s_j(t) \in \{0, 1\} \). Then, given a dataset \( D = \{a(t), m, x(t), s(t) | a(t) \in A, m \in M, x(t) \in X, t = 1, \ldots, T\} \), the aim is to train a classifier that can predict at the same time \( t \) which appliance \( m \) is activated and the state vector \( s(t) \) using \( a(t), x(t) \). It is important to note that whenever at instant \( t^* \) one of the \( m \) devices is switched on or off, the current and voltage consumption are added or subtracted to the aggregate consumption \( x(t^*) \). Hence, this work assumes that appropriate information sharing during the training phase of both models will allow each task to be solved more efficiently. We will refer to the first task as Single Label problem and the second one as Multi Label problem.

### 2.2 Pre-processing and Feature Extraction

In this work, features derived from the current and the voltage of switching appliances on/off were used in the Single Label case; features derived from the aggregate current and aggregate voltage were used in the Multi Label case. In both cases, these are high-frequency measurements and one-cycle steady-state current \( i(t) \) and voltage \( v(t) \) signals were used, extracted as in [2], [3].

With the application of Fryze Theory Decomposition, which has been shown to improve performances because it can provide a distinctive feature for classification [14], these features are subsequently used to calculate the decomposed current features, i.e. given the signals \( i(t) \) and \( v(t) \), it is possible to decompose \( i(t) \) into two components via Equation (2):

\[
i(t) = i_a(t) + i_f(t)
\]

where \( i_a(t) \) and \( i_f(t) \) represent respectively the active and non-active components of the current.

Once this is done, the Piece-wise Aggregate Approximation is used to reduce the dimensionality of the feature to a predetermined \( w \), set to 50 in our work.

To the current signals thus obtained the Euclidian distance function is then applied:

\[
d_{jk} = \|i(t)_j - i(t)_k\|_2
\]

In this way, the relationship between active and non-active current is measured. These distances can also be interpreted as the entries of the distance similarity matrix \( D \in \mathbb{R}^{M \times W} \) for the points \( i(t)_1, \ldots, i(t)_w \):

\[
D = \begin{bmatrix}
d_{12} & \cdots & d_{1w} \\
0 & \cdots & d_{2w} \\
\vdots & \ddots & \vdots \\
d_{w1} & \cdots & 0
\end{bmatrix}
\]

Finally, this matrix is used to calculate the Weighted Recurrence Graph matrix \( WRG \equiv [r_{jk}] \) with:

\[
r_{jk} = \begin{cases} 
\delta & \text{if } r > \delta \\
\tau & \text{otherwise}
\end{cases}
\]

where \( \tau = \frac{d_{jk}}{c_r} \) and the parameters \( \delta \) and \( \epsilon \) are chosen, in our case, both equal to 10.

This matrix is then used as input for the classifier, which in our case is a Convolutional Neural Network. The described algorithm is summarized in Figure 1.

### 2.3 Combined Model

The main part of this paper is to give an idea of how the two problems can be approached from a multi-task perspective using a single algorithm. The idea was, therefore, to train two different classifiers, one for the single-label case and one for the multi-label case, which would share the information of the respective features in the learning phase. We propose two CNNs with the same structure for both problems, the only difference being the output size. Each classifier consist of four-stage CNN layer each with 16, 32, 64 and 128 feature maps, \( 1 \times 1 \) strides and each layer uses a \( 3 \times 3 \) filter size. The four layers are followed by a batch normalization layer and a ReLu activation function, and the last layer is followed by an adaptive average pooling layer with an output size \( 1 \times 1 \). The output layer consists of two fully connected layers with hidden size, 1024 and \( M \), in the Single Label case, or \( 2M \), in the Multi Label case, where \( M \) is the number of available appliances. For both cases, the final predictions are obtained by applying the logarithmic softmax.

In the first case, the algorithm’s output can be interpreted as a vector whose components represent each appliance’s logarithm of the probability of activation or deactivation. Similarly, in the second case, the output represents two vectors containing the logarithm of the probability of each device being switched on or off.

To allow the parameters of the two models to share information during the learning phase, backpropagation was used to optimise a combined objective function defined by the equation:

\[
L_{\text{comb}}(m, \hat{m}, s, \hat{s}) = L_{\text{sl}}(m, \hat{m}) + L_{\text{ml}}(s, \hat{s})
\]

where \( L_{\text{sl}}, L_{\text{ml}} \) represent the loss function in the Single-Label and in the Multi-Label case respectively. For both cases, the Negative Log-Likelihood Loss function is used [9].
The mini batch Stochastic Gradient Descent with a momentum of 0.9 and learning rate of 0.001 is used to train the single-label model and an Adam optimizer with the same learning rate and betas of (0.9, 0.98) is used to train the multi-label model. The combined model is then trained for 300 iterations using a batch size equal to 16 and to avoid the over-fitting we used an early-stopping with patience where the training phase is stopped once the validation performances don’t change after 100 iterations.

The use of a combined loss to allow simultaneous training between the two models can be improved by introducing some penalty parameters to be added during the learning phase. Although the results of our approach, described in the Section 4, are interesting, the purpose of this paper is to propose a new approach to the problem and offer an idea for an improvable solution.

3 EVALUATION

3.1 Dataset

The proposed algorithm was tested on the PLAID dataset. This public dataset contains records, collected at high frequency (30kHz), measuring the individual current and voltage of 17 devices and the aggregate current and voltage of the combination of 13 of these. The data was collected at 65 locations in Pittsburgh, Pennsylvania (USA). In order to test our algorithm, 1046 activation and deactivation current and voltage measurements were extracted from 12 different individual appliances. This set of 2092 samples was used for the single-label part of our model. Each of these samples corresponds to the aggregated current and voltage measurements; when one or more devices are switched on or off consecutively, resulting in 2092 aggregated current and voltage samples used for the multi-label part of the model. The Figure 2 shows an example of the signals used, namely, a Fan current activation cycle, a Vacuum current activation cycle and the two appliances aggregated current cycle are illustrated.

The Figure 3 summarises the distribution of extracted appliances and the number of active appliances in the 2092 samples.

3.2 Performance metrics

In order to evaluate the performance of our model, several metrics were used. The four main metrics used are Recall, Precision, and F1 score [11, 12]. These metrics were calculated to monitor the performance of the individual appliances in the two models to understand where one model could perform better than the other and study a way to combine the two strategies

\[
\text{Recall}_{\text{macro}} = \frac{1}{M} \sum_{i=1}^{M} \text{Recall}^{(i)}
\]

\[
\text{Precision}_{\text{macro}} = \frac{1}{M} \sum_{i=1}^{M} \text{Precision}^{(i)}
\]

\[
\text{F1}_{\text{macro}} = \frac{1}{M} \sum_{i=1}^{M} \text{F1}^{(i)}
\]

where Recall\(^{(i)}\), Precision\(^{(i)}\), F1\(^{(i)}\) are the metrics computed for the i-th appliance and M is the number of total appliances.

3.3 Training and Testing

Our approach is benchmarked using the multi-label stratified 3-fold Cross Validation; in this way, in addition, to avoid overfitting, the label percentages in each fold are fixed.

Although the classifiers’ training phase takes place simultaneously and optimises the same loss function, it should be emphasised that the single-label classifier is trained using only the features extracted from the current and voltage signals of the appliance switched on or off. In contrast, the multi-label classifier uses the features from the aggregated signals.

During the test phase, predictions are computed considering the maximum logarithmic softmax output, and 30% of the data for each fold is used. The predictions of each fold are then merged into a single sequence to assess average performances.

4 RESULTS

The Figure 4 represents the performances for each appliance of the two simultaneously trained models, and it contains the metrics described in the previous Section.

As can be seen by looking at the values of the metrics, for some appliances, there is a difference in performance between the two tasks (for instance, Fan or Blender); our idea is that by properly combining the two classification strategies the model with the better performance can help increase the performance of the other.

Although not comparable, the two classifiers have similar good characteristics from the point of view of general performance. The Table 1 summarises the general performance.

A miss-classification error analysis was also carried out to understand whether the switching on or off of some appliance could cause errors not common to both models and, in this way, to think about how the model that makes mistakes could learn from the model that does not make mistakes.
Figure 4: Per-appliance F1 score, Recall and Precision on the PLAID dataset. Single Label (left), Multi Label (right).

Table 1: Generalisation performances between Single Label model and Multi Label model on the PLAID dataset.

<table>
<thead>
<tr>
<th></th>
<th>Single Label Model</th>
<th>Multi Label Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall(_{macro})</td>
<td>0.913</td>
<td>0.889</td>
</tr>
<tr>
<td>Precision(_{macro})</td>
<td>0.913</td>
<td>0.944</td>
</tr>
<tr>
<td>F1(_{macro})</td>
<td>0.910</td>
<td>0.915</td>
</tr>
</tbody>
</table>

Figure 5 illustrates the number of these errors, they are divided into errors committed only by one model and common errors; more precisely, errors committed only by the single-label model but not by the multi-label model (Only SingleLabel Errors), those committed by the multi-label model but not by the single-label model (Only MultiLabel Errors), and those committed by both algorithms (Common Errors) are counted.

It can be seen from the graph that in the case of the Laptop, for example, the multi-label model makes many more errors than the single-label model; appropriate information sharing between the two models could lead to a reduction in the number of errors.

The confusion matrix related to the predictions of the single-label model, illustrated in Figure 6, points out, for example, that a good number of errors made by the classifier are related to the Air Conditioner and also that most of these are related to deactivation events. In this case, the multi-label model could help the single-label classification.

5 CONCLUSION

In this paper, we proposed an approach to address two types of appliance recognition problems simultaneously: single and multi-label appliance recognition. The paper aims to motivate the search for a model capable of sharing information between two classifiers under training to improve appliance recognition.

Our approach, albeit in a primitive form, was tested on the public dataset PLAID to prove its effectiveness. In fact, from the results obtained, it seems that the proposed method can offer an excellent basis to address and solve the problem. In addition, we think the proposed approach could also be used to improve the event detection algorithm, which will likely pave the way toward end-to-end NILM.

The work presented in this paper is intended to encourage the combined approach of two interrelated problems; therefore, it is clear that this work can be extended and improved. One of the strategies to be applied for future work is to consider a linear combination of the two loss functions instead of the sum to train the classifiers. The coefficients of the combination could be considered as weights or penalty factors or not less than trainable parameters. Such approaches, moreover, could be validated using different datasets in addition to the one proposed, e.g. a dataset that allows the use of Time-Series cross-validation and enables an approach much closer to the real case. Finally, a post-processing step could be helpful to improve the performance of the proposed model by considering the predictions of one of the two classifiers and checking that they are somehow compatible with the predictions of the other classifier.
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