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Abstract

We propose a comprehensive approach to increase the
reliability and resilience of future power grids rich in
distributed energy resources. Our distributed scheme
combines federated learning-based attack detection
with a local electricity market-based attack mitigation
method. We validate the scheme by applying it to a
real-world distribution grid rich in solar PV. Simulation
results demonstrate that the approach is feasible and
can successfully mitigate the grid impacts of cyber-
physical attacks.

1. INTRODUCTION AND BACKGROUND

The variability and intermittency associated with wind
and solar introduce more challenges to balance sup-
ply and demand and ensure reliable grid operation. In
addition, increasing penetration of batteries, electric ve-
hicles, and flexibilities introduces more complexity and
uncertainty in net-load forecast [1]. Furthermore, a grid
rich in Distributed Energy Resources (DERs) is more
vulnerable to cyber-physical attacks. Various types of
attacks on DER-rich power grids have been described
in the literature [2], [3].

Uncertainties can impact several tasks needed in
power systems, such as security assessment, oper-
ational planning, wholesale electricity markets, host-
ing capacity, and resiliency strategies. This can re-
sult in violations of technical operating constraints, non-
compliance with market rules, imposing unnecessary
limits on hosting capacity, or failure to identify attacks
[4]. In this sense, accurate forecasting with uncertainty
quantification is crucial to successfully detecting and
mitigating these issues.

The Accurate federated Learning with uncertainty
quantification for DER forecasting Applied to sMart
Grids planning and Operation (ALAMO [5]) project fo-
cuses on developing technologies to manage power
grids with high penetration of DERs while ensuring
stakeholder privacy. It aims to create accurate fore-
casting algorithms based on Federated Learning (FL)
and address challenges in quantifying epistemic and
aleatoric uncertainties. The project will explore recent

3UFJF, Brazil — *INESC-ID, IST, Portugal

FL variations of client selection and model aggrega-
tion to enhance forecasting accuracy, which is currently
inferior to traditional centralized models. Additionally,
it aims to develop and benchmark uncertainty quan-
tification methods, like Quantile-Regression and deep-
model ensembles, to achieve sharp and well-calibrated
uncertainty estimates.

With this paper, we aim to leverage the ALAMO
project framework to show that by combining accurate
probabilistic forecasts and uncertainty estimates with a
market mechanism, we can enhance grid reliability dur-
ing nominal operation and provide resilience to various
cyber-physical attacks.

This paper details the proposed framework to include
FL in the forecasting tasks and market mechanisms.
A use case with a five-feeder real-world Low Voltage
(LV) distribution network will be presented to demon-
strate the feasibility of the proposed solution. The pa-
per is organized as follows. We briefly overview FL
in Section We then describe the methodology in
Section 2] including the FL-based attack detection and
market-based attack mitigation. Section [3| presents the
use case, datasets, FL forecasting implementation, and
some simulation results. Finally, we summarize con-
clusions in Section (3| along with some ideas for future
work.

1.1. Federated Learning

FL is a decentralized approach that enables collab-
orative training of machine learning models across
distributed environments where data is stored locally
on different organizational devices or systems. This
method enhances privacy by ensuring that sensitive
data remains on local devices, addressing privacy con-
cerns inherent in centralized models. Additionally, FL
improves model training efficiency and scalability by re-
ducing storage costs and communication burden, as
it transmits data wirelessly without needing a physical
connection [6], [7]. FL is particularly beneficial in the
energy systems domain, as it allows information from
various network points to be used during training, re-
sulting in more accurate predictions.

For example, for household demand forecasting, [8]



and [9] both utilize FL with Long-Short Term Mem-
ory Network (LSTM) networks and the FedAvg ag-
gregation method. These approaches have demon-
strated efficient network resource use, reduced train-
ing time, and enhanced privacy preservation. Addition-
ally, [10] explores FL with Convolutional Neural Network
(CNN) and LSTM models, comparing various aggre-
gation strategies, with FedAdagrad showing resilience
against false data attacks. In the realm of PV pro-
duction forecasting, [11] presents an FL model using
a multi-layer perceptron, achieving high accuracy while
ensuring data privacy. [12] integrates CNN and Gated
Recurrent Unit (GRU) networks with FL and the Or-
chard Algorithm, resulting in superior prediction per-
formance. [13] introduces a federated deep learning
model for PV power generation, demonstrating robust-
ness against cyber attacks and generalizability across
regions.

2. METHODS

2.1. Using FL Forecasts to Identify Cyber Attacks

Cyber-physical attacks on power grids can broadly be
classified into deception, disclosure, and disruption at-
tacks that compromise integrity, confidentiality, and re-
source availability, respectively [14]. Here, we focus
specifically on denial of service (DoS) disruption attacks
that directly disconnect resources from the network.

In this work, the FL paradigm is used to obtain day-
ahead forecasts of household demand and PV pro-
duction in each individual prosumer in the grid. The
forecasts are then used to identify attacks using a
threshold-based method that leverages the individual
forecast errors and the difference between the power
import at the feeder (assuming that aggregated mea-
surements are available) and the aggregation of the
forecasts of the connected prosumers. On the one
hand, by studying the forecast errors of demand and
PV production in each prosumer, it is possible to iden-
tify any drastic deviations that occur only in particular
nodes. On the other hand, it is possible to identify any
unexpected deviations by comparing the power import
at the feeder with the aggregated predictions on each
feeder. This allows us to detect anomalies and flag
whether an attack has occurred.

A few prior works have applied FL for anomaly de-
tection [15] and the detection of other cyber attacks like
false data injection [16]. However, to our knowledge,
ours is the first work to combine the distributed FL ap-
proach with a distributed market structure for attack de-
tection and mitigation and apply this to a truly DER-rich
grid.

2.2. Local Electricity Markets

We leverage a hierarchical local electricity market
(LEM) structure developed in our prior work [17]. The
LEM is described in Fig. [f] and Fig. In previous

papers, we have applied this to provide grid services
like voltage control [18] and enhance grid resilience
to cyber-physical attacks [19]. Here, we combine this
market with FL to detect and mitigate attacks on differ-
ent assets in the grid. We focus only on the primary
market in this work. Each node in the feeder repre-
sents a PM agent (PMA) and has a house with rooftop
solar PV and loads connected to it. The PM for the
entire feeder is overseen by a PM operator(PMO). Af-
ter receiving flexibility bids from each PMAs, the PM is
cleared by solving an alternating current optimal power
flow (ACOPF) problem. Since the distribution network
is 3-phase unbalanced and radial, we apply a current
injection (Cl)-based power flow model that captures
all the grid physics [20]. The ACOPF minimizes line
losses, generation costs, and disutility due to load flex-
ibility. The problem is solved using a distributed opti-
mization algorithm known as proximal atomic coordina-
tion [21].
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Figure 1: Overview of hierarchical LEM, with the PM
and SM layers utilized for resilience.
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Figure 2: LEM co-located with distribution grid. This
shows a primary and secondary feeder distribution net-
work based on the modified IEEE-123 node test case.

2.3. Mitigation Approach Using Load Flexibility

After detecting an attack, the PMO raises a flag and
commences mitigation efforts. It does so by compar-
ing the actual meter reading with the attack (Ppcc) vs



the forecasted value without the attack (Ppcc) for the
3-phase net power injection at the substation or PCC
(connected to the main grid via a tie line). It uses this
information to update the cost coefficients for each of
the terms in the objective function. The update rule is
specified in Eq. (3). Note that we use hour-ahead fore-
casts for the power injections at a 1-minute resolution
for the market operation.
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o;,B; are 3 x 1 vectors representing cost and disutility
coefficient for each phase at SMO node i, and & is a
3-phase hyperparameter that penalizes line losses in
the objective function. A distributed generation attack
that increases net load would result in [Ppcc| > |Ppcc|
and ¥, %p < 1 and & < §. By artificially lowering local
generation costs and load disutility parameters, along
with penalizing line losses more heavily, this update re-
sults in a dispatch that favors more local DER gener-
ation and load flexibility instead of relying on transmis-
sion imports. A key difference here is that the PRM also
takes into account the RS of each SMO during the re-
dispatch so that it relies more heavily on resilient SMOs
for attack mitigation. Note that the PMO also accounts
for the resilience scores (RS) of the PMAs while updat-
ing the coefficients, so as to rely more heavily on more
resilient and reliable PMAs to provide flexibility during
attack mitigation [22]. The PMO updates the new coef-
ficients o/, B/ and &', and sends these to all the PMAs.
The PM is then re-dispatched by solving the ACOPF
again to assign new set points to the PMAs.

3. SIMULATION CASE STUDY

3.1. Low Voltage Distribution Grid

The simulation was conducted considering a real-world
Low Voltage (LV) distribution network in Madeira Island.
The secondary substation that feeds this network has a
transformer with an apparent power of 250 kVA, con-
nected in delta-wye, which transforms voltage from the
transmission grid (6600 V) to the distribution grid (400
V) [23]. This radial LV network has 88 nodes connected
through 87 lines. The system was originally modeled
using DIgSILENT PowerFactory [24], from which the
admittance matrix was later calculated.

3.2. Consumption and PV Production Data

Since the actual measurements are unavailable for
each node, we relied on consumption and production
data from 12 prosumers from Madeira Island. This data
was collected during the Horizon 2020 SMILE project
and is available at 1 sample per minute (1/60 Hz) [25].

Moreover, each of the 88 nodes in the LV grid is as-
sumed to correspond to a single-phase prosumer. The
consumption and PV production profiles were randomly
assigned to one phase in each node. We syntheti-
cally generated PMA flexibility bids at each node by ran-
domly assigning downward flexibilities between 20-40%
to each.

3.3. Federated Forecasting

For the federated forecasting, we relied on the
FLOWER frameworK'| and the FPSeq2Quant proba-
bilistic forecasting algorithm [23]. The models were
trained with one year of data for each of the 12 pro-
sumers using a time-series split cross-validation with
an expanding training window. The model averaging
was performed using the standard Federated Averaging
[26]. More precisely, four federated forecasting mod-
els were trained: 1) day-ahead demand, 2) day-ahead
PV production, 3) hour-ahead demand, and 4) hour-
ahead PV production. The day-ahead forecasts were
developed considering 15-minute aggregated values,
whereas the hour-ahead forecasts consider samples
every 1 minute.

3.4. Experiments and Results

We simulated the LEM over a 24-hour period. We con-
sidered that the attack occurs in the middle of the day
(12:30 pm) during the period of peak PV output to max-
imize attack impact. In our case study, we considered
that all the rooftop PV generation units have been at-
tacked and shut down. These can be taken offline by
hacking the smart inverters that connect these assets
to the grid. For simplicity, we only show results for an
instant period of time during the attack period.

Fig. 3] shows the PV generation over all 88 nodes be-
fore the attack. After the attack, this reduces to zero.
This is a total loss of 100% of generation. This in-
creases the power import at the feeder from the main
grid. As seen in Fig. [4, the feeder exports power to
the grid on phase A before the attack. However, after
the attack, all 3 phases draw power from the grid, and
the total net-load increases from 5.4 kW to 47.2 kW.
The PMO then applies the update-based mitigation by
leveraging load flexibility. The distribution of load cur-
tailment across all the PMA nodes is shown in Fig.
Thus, we reduced the power import to about 29 kW,
closer to the level without the attack. However, due to
the relatively large scale of the attack and limiting power
flow network constraints, we cannot fully resolve it even
after utilizing most of the load flexibility available. Thus,
the power import is still higher than before but about
40% lower than the case without mitigation. This en-
sures we minimize the distribution grid attack’s impact
on the larger transmission grid. This can help prevent
more widespread impacts like frequency instability and
cascading failures.
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Figure 3: PV generation before the attack.
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Figure 4: Net total feeder power injection (3-phase).

4. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a method integrating fed-
erated learning with local energy markets to detect
and mitigate cyber-physical attacks to DER-rich LV net-
works.

Still, several challenges must be addressed to ad-
vance this work, especially concerning training such FL
models. In this sense, efficient communication is cru-
cial because federated networks with many local de-
vices can be slower than local computing. Additionally,
the statistical heterogeneity of data from different de-
vices increases delays in data processing, complicating
modeling, analysis, and assessment [27], [28]. We aim

Figure 5: Distribution of load curtailment across nodes.

to tackle these issues and improve our FL models and
workflows in future work.

We will also explore more sophisticated attack de-
tection approaches beyond our simple threshold-based
method. Finally, we will make our market operation
more realistic by also incorporating forecast uncertainty
(for both PV and load) into the problem through ap-
proaches like robust optimization, stochastic program-
ming and/or chance constraints.
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